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1 Introduction

Channels are an integral part of any firm's customer management strategy, and many firms have established online channels, often in an attempt to improve customer profitability (Gensler, Dekimpe, & Skiera, 2007; Hitt & Frei, 2002). Popular press reports imply that there is a positive association between customers' online use and customer profitability; an e-commerce executive at Bank of America asserted, for example, that the firm's 12.6 million online banking customers are 27% more proﬁtable than its ofﬁce customers (Tedeschi, 2005). Such statements likely encourage managers to push customers to online channels. There are several reasons to believe, however, that comparisons of online and oﬄine customer proﬁtability can provide only limited insight into the effects of online use.

First, differences in proﬁtability between online and oﬄine customers may reﬂect self-selection effects, which exist if online and oﬄine customers differ in characteristics such as age. Differences in customer proﬁtability thus would be driven not by customers' online use but mainly by differences in these customer characteristics. Accordingly, ﬁrms must account for self-selection effects when investigating whether customers' online use affects key metrics such as customer proﬁtability and whether managing customers' use of channels is even useful.

Second, ﬁrms need to identify the primary function of their online channels, and they need to separate the effects of customers' online use into the speciﬁc ways in which it inﬂuences customer revenue and cost to serve. Online channels can develop and enhance customer relationships if their use improves customer revenue (Blattberg, Kim, & Neslin, 2008). If online channels allow for decreasing the cost to serving customers, they are particularly suited to managing customer relationships that have limited cross ‐ or up ‐ selling opportunities. Thus understanding the revenue and cost ‐ to ‐ serve effects of online use suggests which strategy to pursue to ensure effective customer relationships.

Third, ﬁrms must determine whether the effects of customers' online use vary depending on the mix of products used by the customers (i.e. product portfolio). If the effects of online use vary by customer product portfolio, a better understanding of the differential effects of customers' online use would offer key insights into which customers the ﬁrm should target when aiming to actively manage customers' use of channels.

Accordingly, we aim to determine the effects of customers' online use on customer revenue and cost to serve by taking into account self ‐ selection effects and the moderating impact of the customer's product portfolio. We further study the effect of customers' online use on customer proﬁtability empirically. To determine the extent of self ‐ selection effects, we use data pertaining to approximately 87,000 customers of a large European retail bank. Our results offer three main contributions.

First, our study reveals both the revenue and cost effects of customers' online use, enabling us to assess which effect is the primary driver of differences in customer proﬁtability. In contrast, most previous studies (see Table 1) have focused on either customer profitability
customer revenue in relation to online use. Campbell and Frei (2010) provide insights into the profitability and cost effects of online use, but the way in which they present their results does not allow any inference regarding the revenue effects of online use. Consequently, our knowledge about how to employ online channels to manage customer relationships remains quite limited, as also noted by Neslin and Shankar (2009).

Second, we investigate for the first time the moderating effects of the customer’s product portfolio on revenue effects and cost effects of customers’ online use. Although some studies note product-specific effects of online use (see Table 1; Hitt & Frei, 2002; Pauwels, Leeflang, Teerling, & Huizingh, 2011; Thomas & Sullivan, 2005; Xue, Hitt, & Chen, 2011), research has yet to examine the effects of online use when customers combine products with different characteristics. Such knowledge is necessary if firms are to manage their customers’ use of channels effectively.

Third, we demonstrate the importance of accounting for self-selection effects. Only a few previous studies have considered self-selection effects at all (Table 1). We control for self-selection effects through hybrid matching. By introducing the method of hybrid matching into the marketing literature, we also demonstrate the viability of this approach.

The remainder of this article proceeds as follows. First, we discuss the expected effects of online use on customer revenue and on cost to serve. Next, we explain the importance of controlling for self-selection effects and describe different methods for doing so. We then describe our data, detail our methodology and present the empirical results. We end with a discussion of our findings, managerial implications, research limitations, and suggestions for further research.

2. Conceptual development

By employing an online channel, managers aim to increase customer profitability by improving customer revenue and decreasing cost to serve. Online channels can increase customer revenue and decrease cost to serve if the use of online channels leads customers to alter their behavior (Degeratu, Rangaswamy, & Wu, 2000). Customer behavior is in this study reflected by customers’ demand for one or more products and the number of transactions that customers undertake in each channel. Product demand influences customer revenue, which is defined as the customer’s product demand multiplied by the contribution margin earned by the firm on a particular product. Meanwhile, the cost to serve a customer is the product of the number of transactions a customer undertakes in a channel multiplied by the channel-specific costs.

In the following section, we consider the incremental effect of online use on customer behavior, in line with previous studies, because most online customers use traditional offline channels as well (e.g., Chu, Chintagunta, & Cebollada, 2008). Online customers are thus defined as customers who use an online channel for at least some transactions, even if they do not use that channel exclusively.

2.1. Effect of customers’ online use on customer revenue

Online use can increase the customer’s product demand for several reasons. When searching for product information, customers who use online channels generally perceive that they have greater information control than do customers using offline channels. These perceived measures of control include the selection of which information is presented, for how long, and which information follows from it (Ariely, 2000). Greater information control online thus improves the customer’s ability to understand information relevant to the customer’s choices, which is a critical determinant of decision making (Weathers, Sharma, & Wood, 2007). Furthermore, online channels often provide interactive decision tools that help customers to picture themselves using the product, a feature that should increase their purchase likelihoods (Huang, Lurie, & Mitra, 2009; Schlosser, 2003). Online channels also offer greater convenience and accessibility than do offline channels (Brynjolfsson, Hu, & Smith, 2003; Montoya-Weiss, Voss, & Grewal, 2003); customers do not have to consider opening hours or wait in checkout lines. Because online use should increase the customer’s product demand, it should also enhance customer revenue (Hitt & Frei, 2002). We expect, in turn, online customer revenue, which combines online and offline revenue, to be higher than revenue earned from customers who use offline channels exclusively.

H1. Online use increases customer revenue.

The verification of this hypothesis is particularly important because previous research into the association between online use and customer revenue frequency has ignored self-selection effects (Table 1).

2.2. Effect of customers’ online use on cost to serve

Beyond increasing customer revenue, firms invest in online channels because the costs per transaction are much lower than with offline channels, decreasing the cost to serve customers (Campbell & Frei, 2010). Online channels also reduce the cost from a customer’s perspective (e.g., no travel, no waits) and should improve overall customer efficiency by lowering the marginal cost of transactions (Bittner, Brown, & Meuter, 2000), assuming customers substitute offline transactions with online transactions (Xue et al., 2011).

The reduction in marginal costs from the customer’s perspective may, however, increase the total number of transactions. That is, online customers may engage in more transactions because they expend fewer resources on any single transaction (Xue et al., 2011). Whether the firm’s total cost to serve customers increases or decreases, therefore, depends on how customers allocate their transactions across channels. More transactions can reduce costs only if customers substitute some of their costly offline transactions with less costly online transactions.

### Table 1

Studies that associate online use with customer profitability, customer revenue, and cost to serve.

<table>
<thead>
<tr>
<th>Study</th>
<th>Variables of interest</th>
<th>Cost to serve</th>
<th>Type of instrumental variables approach</th>
<th>Propensity score matching</th>
<th>Covariate matching</th>
<th>No explicit correction</th>
<th>Control for self-selection effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ansari et al. (2008)</td>
<td></td>
<td></td>
<td>Type of instrumental variables approach</td>
<td>Propensity score matching</td>
<td>Covariate matching</td>
<td>No explicit correction</td>
<td></td>
</tr>
<tr>
<td>Campbell and Frei (2010)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hitt and Frei (2002)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kumar and Venkatesan (2005)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pauwels et al. (2011)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thomas and Sullivan (2009)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Venkatesan, Kumar, and Ravishanker (2011)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xue et al. (2011)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xue et al. (2007)</td>
<td></td>
<td></td>
<td>Propensity score matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This study</td>
<td></td>
<td></td>
<td>Type of instrumental variables approach</td>
<td>Propensity score matching</td>
<td>Covariate matching</td>
<td>No explicit correction</td>
<td>Hybrid matching</td>
</tr>
</tbody>
</table>

OLS = ordinary least squares.

* Investigates the effect of multichannel use, which usually indicates that customers use both offline and online channels.

By employing an online channel, managers aim to increase customer profitability by improving customer revenue and decreasing cost to serve. Online channels can increase customer revenue and decrease cost to serve if the use of online channels leads customers to alter their behavior (Degeratu, Rangaswamy, & Wu, 2000). Customer behavior is in this study reflected by customers’ demand for one or more products and the number of transactions that customers undertake in each channel. Product demand influences customer revenue, which is defined as the customer’s product demand multiplied by the contribution margin earned by the firm on a particular product. Meanwhile, the cost to serve a customer is the product of the number of transactions a customer undertakes in a channel multiplied by the channel-specific costs.

In the following section, we consider the incremental effect of online use on customer behavior, in line with previous studies, because most online customers use traditional offline channels as well (e.g., Chu, Chintagunta, & Cebollada, 2008). Online customers are thus defined as customers who use an online channel for at least some transactions, even if they do not use that channel exclusively.

2.1. Effect of customers’ online use on customer revenue

Online use can increase the customer’s product demand for several reasons. When searching for product information, customers who use online channels generally perceive that they have greater information control than do customers using offline channels. These perceived measures of control include the selection of which information is presented, for how long, and which information follows from it (Ariely, 2000). Greater information control online thus improves the customer’s ability to understand information relevant to the customer’s choices, which is a critical determinant of decision making (Weathers, Sharma, & Wood, 2007). Furthermore, online channels often provide interactive decision tools that help customers to picture themselves using the product, a feature that should increase their purchase likelihoods (Huang, Lurie, & Mitra, 2009; Schlosser, 2003). Online channels also offer greater convenience and accessibility than do offline channels (Brynjolfsson, Hu, & Smith, 2003; Montoya-Weiss, Voss, & Grewal, 2003); customers do not have to consider opening hours or wait in checkout lines. Because online use should increase the customer’s product demand, it should also enhance customer revenue (Hitt & Frei, 2002). We expect, in turn, online customer revenue, which combines online and offline revenue, to be higher than revenue earned from customers who use offline channels exclusively.

H1. Online use increases customer revenue.

The verification of this hypothesis is particularly important because previous research into the association between online use and customer revenue frequency has ignored self-selection effects (Table 1).

2.2. Effect of customers’ online use on cost to serve

Beyond increasing customer revenue, firms invest in online channels because the costs per transaction are much lower than with offline channels, decreasing the cost to serve customers (Campbell & Frei, 2010). Online channels also reduce the cost from a customer’s perspective (e.g., no travel, no waits) and should improve overall customer efficiency by lowering the marginal cost of transactions (Bittner, Brown, & Meuter, 2000), assuming customers substitute offline transactions with online transactions (Xue et al., 2011).

The reduction in marginal costs from the customer’s perspective may, however, increase the total number of transactions. That is, online customers may engage in more transactions because they expend fewer resources on any single transaction (Xue et al., 2011). Whether the firm’s total cost to serve customers increases or decreases, therefore, depends on how customers allocate their transactions across channels. More transactions can reduce costs only if customers substitute some of their costly offline transactions with less costly online transactions.
transactions; without such a substitution effect, the cost to serve increases. Because online use reduces the marginal cost of a transaction to the customer and increases the customer’s efficiency, we expect customers to substitute online transactions for offline transactions. The substitution effect, combined with the lower cost of online transactions from the firm’s perspective, may reduce the cost to serve an online customer. We propose the following:

H2. Online use lowers the cost to serve a customer.

Conventional wisdom suggests that online use decreases the cost to serve, yet empirical evidence is scarce (Table 1). Campbell and Frei (2010) provide the only investigation of online cost to serve, and they find a positive effect: online use increases cost to serve. Our test of H2 thus adds another data point to the discussion of how online use affects the cost to serve a customer.

2.3. Moderating effects of the customer’s product portfolio

The size of the effects of online use may depend on a customer’s product portfolio (i.e., the products of a firm that the customer uses) because some products tend to be more closely related to a particular channel than others (Inman, Shankar, & Ferraro, 2004; Liang & Huang, 1998). In this context, frequency of use and perceived product risk represent important product characteristics for matching products to channels (Gutiérrez, Izquierdo, & Cabezudo, 2010; Inman et al., 2004). Specifically, frequently used products are likely to benefit more from online use (Danaher, Wilson, & Davis, 2003; Xue, Hitt, & Harker, 2007) because customers search for more information about frequently used products than they do for less frequently used products (Bhattacharjee & Gephart, 2004). The increase in search behavior online may result in greater product demand. Furthermore, frequently used products may benefit more from the accessibility and convenience of online channels—that is, online channels should make it easier to use frequently used products, which also should increase the customer’s product demand.

Yet many customers associate greater risk with online channels rather than offline channels (Forsythe & Shi, 2003). Research further shows that risk in the channel, in turn, positively influences product-related risk (Gutiérrez et al., 2010). For example, customers may be more afraid of making a mistake when using an online channel (Forsythe & Shi, 2003), often because personalized advice (e.g., from a sales representative) – which can reduce consumers’ perceptions of product-related risk (Alba et al., 1997) – is not available online. Additional information on a website (e.g., third-party evaluations, consumer feedback) may help reduce product-related risk, but such information tends to be regarded as less valuable than personalized advice (Weathers et al., 2007). High-risk products thus may appear more closely related to offline than online channels, and high levels of risk could attenuate the positive effect of online use on the customer’s product demand (Smith & Sivakumar, 2004). However, we do not expect a negative effect of online use on the customer’s product demand for high-risk products because online customers continue to use offline channels and have access to personalized advice. With all these arguments, we propose that the effect of online use on the customer’s product demand, and ultimately on customer revenue, depends on the composition of a customer’s product portfolio:

H3. The composition of the customer’s product portfolio moderates the positive effects of online use on customer revenue.

Online transactions for offline transactions to improve their own efficiency (Campbell & Frei, 2010), with the added effect of decreasing firms’ cost to serve.

Again though, this improved efficiency might lead customers to undertake more transactions, especially if they are making decisions about high-risk products. For customers who use high-risk products, an online channel provides continuous access to detailed product information, which may result in increased information monitoring and more active product management (Campbell & Frei, 2010). For example, online brokerage accounts encourage more transactions because customers perceive an opportunity to take personal control of their investments and improve their returns by actively managing their investments (Strader & Ramaswami, 2004). An increasing number of transactions limit the firm’s opportunity to reduce cost to serve. We therefore propose that the composition of a customer’s product portfolio moderates the effect of online channel use on cost to serve.

H4. The composition of the customer’s product portfolio moderates the negative effects of online use on cost to serve.

2.4. Effect of customers’ online use on customer profitability

Customer profitability, in a service setting such as retail banking, is a function of customer revenue, cost to serve, and risk costs—the latter being a cost measure determined by the bank that reflects the customer’s risk of default in payment (Skiera, Bermes, & Horn, 2011). To compute a customer’s risk cost, the bank takes into account customer characteristics such as age and history with the bank.

The influence of online use on customer profitability should depend on its revenue (H1) and cost-to-serve (H2) effects. We predict a positive effect of online channel use on customer profitability because it should improve customer revenue and reduce cost to serve. However, we refrain from formulating a separate hypothesis for this effect on customer profitability because if it exists, it stems from the effects detailed in H1 and H2. Instead, we summarize our conceptual framework and proposed relationships in Fig. 1.

3. Main effects and self-selection controls

3.1. Formal definition of the effects of online use

To determine the effects of online use on customer revenue and cost to serve, we examine the specific effects of online use on product demand and number of transactions that customers undertake, i.e., factors that can translate into changes in customer revenue and cost to serve. The basic problem in identifying these effects is that we can observe both product demand and transactions in either the
online or the offline scenario. For example, we can observe the number of online transactions by an online customer only if he or she uses the online channel.

Specifically, we use the average treatment on the treated effect (ATT) to evaluate the effects of online use on product demand and number of transactions (Heckman & Navarro-Lozano, 2004; Zhao, 2004). The ATT provides a basis for assessing whether online use influences product demand and the number of transactions completed among customers who actually use the online channel:

\[
ATT_k = E(y_{1k}|d_k = 1) - E(y_{0k}|d_k = 1) \quad \forall k \in K, \tag{1}
\]

where \(d_k\) represents a binary variable that equals 1 if customer \(i\) is online and 0 otherwise. Meanwhile, \(y_{1k}|d_k = 1\) is the value of the outcome variable \(k\) (e.g., number of transactions completed) for online customer \(i\), and \(E(\ldots)\) is the expected value of \(k\) for all online customers. The counterfactual outcome in Eq. (1) that requires estimation is \(E(y_{0k}|d_k = 1)\) or the expected value of outcome variable \(k\) for all online customers if they were offline.

To determine this counterfactual outcome in Eq. (1), we could use the observed mean values for all offline customers, \(E(y_{i0k}|d_k = 0)\). Yet online customers also may differ in their characteristics from offline customers, and the same characteristics could influence the customer’s product demand as well as the number of transactions. Simple mean comparisons, then, cannot represent the effects of online use because self-selection effects (SE) are confounded with the effects of online use. More formally,

\[
E(y_{i0k}|d_k = 1) - E(y_{i0k}|d_k = 0) = ATT_k + SE_k \quad \forall k \in K. \tag{2}
\]

In Eq. (2), the left-hand side represents the observed difference in means between online and offline customers. \(SE_k\) is the self-selection effect for outcome variable \(k\).

### 3.2. Methods to control for self-selection effects

The most popular approaches to control for self-selection effects are matching, instrumental variables (IV) and control function methods (Heckman & Navarro-Lozano, 2004). The latter two methods control for selection on unobserved characteristics and rely on instrumental variables, which must satisfy two conditions: They must be exogenous, and they must be highly correlated with the binary treatment variable (i.e., customers’ online use) (Stock, Wright, & Yogo, 2002). If we do not observe variables that meet these conditions, the estimated effects can be highly biased; the biases induced by such weak instrumental variables can be so great that even a simple ordinary least squares (OLS) regression that used observed customer characteristics to control for selection could perform better (Woglom, 2001).

Matching methods do not rely on instrumental variables but instead eliminate self-selection effects by comparing online and offline customers with similar observed characteristics. Such methods thus rely on the selection of observed customer characteristics to build matched samples; the selection should be based on theory and previous empirical findings. If researchers fail to simultaneously include all observed customer characteristics that affect the outcome (e.g., checking account balances) and treatment decision (i.e., to use the online channel), the estimated effects will be biased. Matching methods thus have high data demands. Moreover, the observed customer characteristics must be sufficient to ensure that the outcome variables are independent of the treatment and conditional on customer characteristics – that is, the observed customer characteristics must address the conditional independence assumption (Rosenbaum & Rubin, 1983). Furthermore, the methods fail if the observed customer characteristics are perfect predictors of the treatment decision because no matching partners can then be identified. Matching methods thus assume, given a set of observed characteristics, that some unspecified randomization is capable of allocating customers to online use (Heckman & Navarro-Lozano, 2004).

There are a variety of matching methods available to build matched samples. **Covariate matching** builds samples on the basis of observed characteristics (Zhao, 2004). Its limitation is that when there are many characteristics that could drive self-selection effects, it becomes infeasible to match customers directly. The Mahalanobis distance can map multiple characteristics into a single measure that expresses the gap between any two customers (Rosenbaum, Ross, & Silver, 2007). However, this approach requires customer characteristics measured on metric scales. Such difficulties have limited the use of covariate matching in the past.

An alternative approach is **propensity score matching** (Dehejia, 2005; Mithas, Krishnan, & Fornell, 2005). The propensity score is in our case the conditional probability that a customer with a specific vector of observed characteristics uses the online channel. This probability can be estimated with a logit or probit model. With the propensity score, we ensure that the distribution of characteristics in the two groups (i.e., online versus offline) is the same (Rosenbaum & Rubin, 1983). Yet propensity score matching cannot guarantee that the matched online and offline customers are directly comparable in all of their characteristics (e.g., age).

**Hybrid matching** compares online and offline customers according to both the propensity score and certain selected customer characteristics (Rosenbaum & Rubin, 1985), ensuring that matched customers are directly comparable with respect to these characteristics.

In our empirical study, we use customer transaction data and customer characteristics that are typically stored in customer databases (e.g., age, length of relationship). These customer characteristics are not exogenous and thus are not strong instrumental variables. We therefore focus on the use of matching methods and show that IV and control function methods are less appropriate in such a setting (Section 5.4). Specifically, we use hybrid matching to determine the counterfactual outcomes in Eq. (1). We expect that in our setting, hybrid matching may improve the accuracy of the estimated effects because hybrid matching ensures that online and offline customers correspond on selected characteristics in addition to their probability of using the online channel. We subsequently compare the predictive performance of propensity score and hybrid matching and find that the latter yields slightly higher predictive performance (Table 6).

### 4. Empirical study

#### 4.1. Data

We used transaction data from a random sample of approximately 87,000 private clients of a large European retail bank over a three-month period. Of these clients, 38.4% were enrolled in online banking, although only 1.9% actively used it.\(^4\) For our purposes, a customer actively uses the online channel if he or she conducts at least two transactions with the firm through the online channel during our three-month observation period.

In Table 2, we provide an overview of the variables. For each customer, we collected information about the monthly number of transactions completed with the retail bank. We also determined the number of transactions each customer completed in each channel. Furthermore, we had information about each customer’s product

\(^3\) Strictly speaking, the control function method does not require instrumental variables, but Puhani (2000) shows that failing to take instrumental variables into account results in poor performance.

\(^4\) Customers often are enrolled by bank employees without their active request. Such passive enrollment may result in no use of online banking, so we focus explicitly on customers who actually use online banking.
We calculated each customer’s profitability based on customer revenue minus cost to serve customer — risk cost. To assess the predictive performance of the hybrid matching method, we collected information about online customers during a three-month period that started 6 months before our focal observation period. We thus were able to obtain information about online customers at two different points in time: the observation period (t = 0), and an earlier period (t = −6 months). At t = −6, there were 108 current online customers who were still offline; their use of the online channel started later. These 108 customers represent the holdout sample; we assume that no effects other than online use cause any differences in each person’s product demand or number of transactions completed between t = 0 and t = −6. This assumption is defensible, considering the short time frame. We do not include the customers in the holdout sample in our estimates of the effects of online use.

4.2. Implementation of the hybrid matching method

We estimate each customer’s propensity to use the online channel as a function of the following: the customer’s age (AGE); the length of the customer’s relationship with the firm (LOR); the customer’s ownership of checking accounts (CHECK), savings accounts (SAV), brokerage accounts (BROK) and credit cards (CREDIT); and whether the checking account is a joint account (JOINT). The ownership variables indicate whether a customer uses a particular product. We use these variables because previous studies show that online customers tend to be younger than offline customers and have shorter relationships with the firm (Campbell & Frei, 2010; Degeratu et al., 2000). Moreover, when a customer uses a specific product, she or he also may be more or less likely to use an online channel. Owners of checking accounts, for example, may find it more convenient to move online than owners of savings accounts, because the online channel offers greater convenience for managing checking accounts than for managing savings accounts, which require little upkeep.6 Owners of joint accounts may realize greater cost savings from online banking, making them more prone to use it than other account holders would be (Campbell & Frei, 2010; Hitt & Frei, 2002).

In Table 3, we list the estimated effects of customer characteristics on propensity to use the online channel. As expected, customers who are younger, have shorter relationships with the firm, and have a joint checking account are more likely to use online banking. Customers who own a checking account or credit card are also more likely to use the online channel, whereas owners of savings and brokerage accounts are less likely. However, the latter two effects are not significant.

Next, we use the propensity score to build matched samples of online and offline customers who are comparable in their characteristics. The percentage reduction in bias is an important metric with which to evaluate whether the two groups are more comparable after matching (Table 3). To compute the percentage reduction in bias, we compare the difference in means for characteristics measured on a metric scale (or relative frequencies for characteristics measured on a nominal scale), after matching versus before matching (Rosenbaum & Rubin, 1985):

\[
\text{reduction\_bias}_m = \left(1 - \frac{\text{after}}{\text{before}}\right) \cdot 100 \quad \forall m \in M.
\]

where \(\text{after}\) and \(\text{before}\) are the mean values (relative frequencies) for the customer characteristic \(m\) for online and offline customers.

---

5 Information about credit cards is available only if customers also own a checking account. Moreover, the credit card balance is affected by the checking account balance because balances on the credit card are paid from the checking account. To address this interdependence in further analyses, we consider the relative credit card balance by dividing the credit card balance by the checking account balance.

6 We thank an anonymous reviewer for providing this argument.
after matching, and \(x_{1}^\text{before} \) and \(x_{2}^\text{before} \) are the mean values (relative frequencies) for the same customer characteristic for online and offline customers before matching. The percentage reduction in bias thus indicates whether the comparability of the two groups improves after matching (Rosenbaum & Rubin, 1984).

Overall, the reduction in bias is substantial for most characteristics (Table 3), such that online and offline customers become more similar with respect to their observed characteristics after matching. For example, the percentage reduction in bias is 55.36% for the customer characteristic ‘age’. Only for the joint account characteristic does the metric decrease, such that the two groups become less comparable. However, we retain this characteristic in estimation of the propensity score because the joint account characteristic has a significant effect and because the difference in the relative frequency before and after matching is rather small (0.010 versus 0.017).

To ensure that the matched online and offline customers are actually comparable, we employ a common support restriction. This restriction eliminates all customers who do not lie within the region of common support (Heckman, Ichimura, & Todd, 1997), a construct defined as the overlap between the propensity score distributions of online and offline customers. This approach excludes customers with a propensity score smaller (larger) than the minimum (maximum) value of the propensity score of the region of common support. In our study, 77.6% of the offline customers and 100% of the online customers were within the region of common support, providing us a sufficient number of matching partners for each online customer (Zhao, 2004).

Studies in a variety of settings indicate that online and offline customers differ substantially in age and length of relationship with the firm (e.g., Hitt & Frei, 2002; Shankar, Smith, & Kangaswamy, 2003). Therefore, we included these characteristics as well as the propensity score when estimating the effects of online use. In other words, matched customers are explicitly comparable with respect to age and length of relationship with the firm. To identify matching partners, we use the Mahalanobis distance (M) (Rosenbaum et al., 2007) and compute the effects of interest with the following specified version of Eq. (1):

\[
\text{AT} = \frac{1}{n} \sum_{i=1}^{n} \left( y_i^d - \sum_{k \in K} \left( \sum_{t=0}^{T} E_i \left( y_{i,k,t}^{d=1} \right) \right) \right)
\]

where \(E_i \left( y_{i,k,t}^{d=1} \right) \) equals the mean value of outcome variable \(k \) across all online customers, and \(E_i \left( y_{i,k,t}^{d=0} \right) \) equals the mean value of outcome variable \(k \) across all matched offline customers (counterfactual outcome).

To estimate the effects of online use on the customer’s product demand and number of transactions completed, we implement a Gaussian kernel algorithm that matches each offline customer with a specific online customer and assigns a weight to each match that reflects the distance between members of the pair (for details, see the Appendix). This algorithm is effective for samples with large numbers of offline customers who possess characteristics similar to those of the online customer (Smith & Todd, 2005), as we find to be the case in our data.\(^7\)

### 4.3. Assessment of the hybrid matching method

To test the robustness of the estimated effects, we use propensity score stratification and determine if the effects of online use vary across customers. We designate five strata using the estimated propensity scores; the strata differ with respect to the estimated likelihood of using the online channel (Deheja & Wahba, 2002; Mithas & Krishnan, 2009). After estimating the effects of online use on the customer’s product demand and number of transactions completed for each stratum, we apply an analysis of variance (ANOVA) to evaluate if the effects of online use differ across strata. We use each online customer’s observed value on an outcome variable \(k \) and its corresponding counterfactual outcome: if we find significant differences across strata, heterogeneity exists across customers, and the average effects of online use measured across all customers would be biased.

We also assess the predictive performance of the hybrid matching method using information from the holdout sample. That is, we compare actual and predicted values for the customers in the holdout sample in terms of number and balance of checking accounts, number of transactions completed, and cost to serve. We focus on product demand for checking accounts because too few customers in our holdout sample use other products. To assess the predictive performance, we calculate the absolute percentage error (APE):

\[
\text{APE}_k = \left| \frac{E_i \left( y_{i,k,t}^{d=1} \right) - E_i \left( y_{i,k,t}^{d=0} \right) + \text{ATT}_k}{E_i \left( y_{i,k,t}^{d=1} \right)} \right| \quad \forall k \in K
\]

where \(E_i \left( y_{i,k,t}^{d=1} \right) + \text{ATT}_k \) represents the predicted value of variable \(k \) (e.g., balance of checking accounts) for the holdout sample, equal to the sum of the observed mean value for \(k \) in the holdout sample at \(t = 6 \) (i.e., when customers were still offline) and the estimated effect of online use on \(k \). The actual value of \(k \) is the observed mean value in the holdout sample at \(t = 0 \).

With this information, we compare the hybrid matching results against the results of propensity score matching, OLS regression, and the IV and control function methods to evaluate predictive performance. For the IV and control function methods, we use customer age and length of relationship as instruments. Although customer age and length of relationship with the bank are important drivers of online use, we would expect both characteristics to be weak instrumental variables because they are correlated with the customer’s product demand and number of transactions completed. As a result, their predictive performance is expected to be poor.

### 5. Results

Customers’ online use first affects the customer’s product demand and number of transactions completed, and then it affects customer revenue and cost to serve. We will therefore detail the effects of online use on product demand and number of transactions completed before...
extending our discussion to the effects on customer revenue and cost to serve and to the moderating effect of product portfolios.

5.1. Effect of customers’ online use on product demand and number of transactions completed

We employ Eq. (4) to assess the treatment effects and provide the results in Table 4. Online use has a significant positive effect on the number of checking accounts used by a customer (ATT = 0.01, p = 0.02). However, we find no significant effects of online use on the number of brokerage accounts (ATT = 0.00, p = 0.24) or on the number of credit cards (ATT = 0.00, p = 0.68) that the customer holds. The effects of online use on the customer’s balances are not significant at the 5% level. We also find that online use affects the number of transactions completed positively (ATT = 2.50, p = 0.00). On average, online customers conduct 2.50 more transactions per month than do their offline counterparts.

If we ignore self-selection effects and simply compare product demand and number of transactions completed for online and offline customers, we find that online customers use significantly more checking accounts (Δ = 0.18, p = 0.00) and credit cards (Δ = 0.02, p = 0.00) but have fewer brokerage accounts (Δ = −0.02, p = 0.00) (Table 4). Moreover, online customers have significantly less money in their checking accounts (Δ = −201.38 EUR, p = 0.00) and savings accounts (Δ = −883.33 EUR, p = 0.00) than offline customers. Finally, online customers conduct more transactions with the bank (Δ = 3.68, p = 0.00). The differences between the observed mean difference and ATT thus indicate substantial self-selection effects. For example, the 0.18 difference in number of checking accounts held by online versus offline customers appears to be caused mainly by self-selection. With Eq. (2), we find the self-selection effect to be 0.17 (p = 0.00), while the effect of online use is only 0.01. The observed difference in means is thus driven by self-selection more than by online use.

5.2. Effect of customers’ online use on customer revenue and cost to serve

To assess the effect of online use on customer revenue, we multiply the individual observed values of the online customer’s product demand and estimated counterfactual outcome by the corresponding net contribution margins for each product. We sum these outputs across products to ascertain actual and estimated customer revenues. We sum these outputs across products to ascertain actual and estimated customer revenues. We sum these outputs across products to ascertain actual and estimated customer revenues.

The information on cost to serve is based on the number of transactions completed increases by 2.50 transactions per month on average but cost to serve decreases. When comparing only the costs to serve of online and offline customers, we find a difference in means of −0.02, which is not significant (p = 0.74). Again, controlling for self-selection effects is critical.

5.3. Moderating effect of the customer’s product portfolio

Theory suggests that the impact of customers’ online use on revenue and cost to serve may vary depending on customers’ product portfolio. We employ an ANOVA to test whether product portfolios moderate the effect of online use on customer revenue; in support of H3, they do (F-value = 7.60, p = 0.00).

In Table 5, we show the effects of online use on customer revenue across product portfolios, based on the portfolios actually used by online customers. The overall effect of online use on customer revenue reported in Table 4 is equal to the weighted average of the second column of Table 5 with the number of online customers using a product portfolio as weights. The overall effect of online use on cost to serve reported in Table 4 is equal to the weighted average of the fourth column of Table 5 with the number of online customers using a product portfolio as weights. The revenue effect is largest for a product portfolio that contains checking and brokerage accounts (2.84 EUR per month) — a surprising result, considering that brokerage accounts represent high-risk products (Wang, Keller, & Siegrist, 2011). The effect is significantly larger than for product portfolios consisting of the following: checking accounts alone (0.18 EUR per month, p = 0.00); checking and savings accounts (−0.30 EUR per month, p = 0.00); or the combination of checking accounts, savings accounts, and credit cards (−0.12 EUR per month, p = 0.00). The second largest effect appears in the portfolio with checking accounts and credit cards (1.50 EUR per month). This effect is larger compared to the revenue effect on checking accounts only (p = 0.00).

---

8 To evaluate whether the differences in means for the matched samples are significant, we use a paired sample t-test (Rosenbaum & Rubin, 1985).

9 The results are based on simple mean comparison tests using t-tests for independent samples (Rosenbaum & Rubin, 1985).

10 The ANOVA is based on online customers and considers portfolios only of products they actually use. We employ the estimated individual effect of online use on customer revenue (observed value — estimated counterfactual outcome) as the dependent variable and product portfolio as the independent variable. A similar approach indicates whether the product portfolio moderates the effect of online use on cost to serve.
checking and savings accounts \((p = 0.00)\) and checking, savings accounts, and credit cards \((p = 0.08)\).

Overall, the revenue effect of online use is less pronounced for customers who have savings accounts in their product portfolios; indeed, the effect can be negative. Savings accounts are also the product with the lowest frequency of use, confirming our prediction that the effect of online use is smaller for infrequently used products. In contrast, products that are used more frequently benefit from online use.

Again applying an ANOVA, we test for the moderating effect of a customer’s product portfolio on cost to serve and find support for H4 (\(F\)-value = 5.82, \(p = 0.00\)). In Table 5, we report the mean values; the largest cost reductions occur for checking and brokerage accounts (\(-0.62\) EUR per month), checking account and credit card (\(-0.29\) EUR per month), and checking account only (\(-0.24\) EUR per month). Although online use increases the number of transactions that occur in these portfolios, the costs to serve still decrease. It appears likely that customers substitute enough online transactions that the bank realizes significant cost savings.

Cost to serve is not reduced as much for customers with savings accounts. Online use actually increases cost to serve by 0.17 EUR per month when customers own checking and savings accounts and by 0.59 EUR per month when they additionally have credit cards. Customers with savings accounts substitute online transactions for offline transactions to a far lesser degree. Overall, customers with savings accounts in their product portfolio react less favorably to online use, and the substitution effect is significantly smaller for these customers than for customers without savings accounts in their product portfolios. Customers with savings accounts tend to make extensive use offline channels and seem hesitant about migrating to the online channel.

5.4. Further evaluation of the estimated effects

The effects of online use on product demand and number of transactions completed could vary across customers. In this case, the effects in our previous analyses would be biased if we failed to account for such heterogeneity. We thus employ propensity score stratification and an ANOVA to test whether the effects of online use differ across customers. Across strata, we find no significant differences between the estimated effects of online use on the customer’s product demand or number of transactions completed. Overall, there is no substantial customer heterogeneity with respect to the effects of online use.

To compare the predictive performance of the hybrid matching method with that of propensity score matching, OLS regression, and the IV and control function methods (Table 6), we use information about online customers for the three-month period at \(t = -6\) months and turn again to our holdout sample of 108 customers. As we expected, the IV and control function estimates are heavily biased because we lack strong, valid instrumental variables.\(^{11}\) The OLS regression (mean APE [MAPE] = 16.14\%) performs much better than the IV (MAPE = 313.55\% and 197.01\%) or control function (MAPE = 158.25\% and 101.36\%) methods with weak instrumental variables. The control function method seems less affected by weak instrumental variables than the IV method, but its predictive performance is still very low.

Propensity score matching exhibits a MAPE of 14.97\%. It performs very well with respect to the number and balance of checking accounts and presents the lowest APE for these two outcome variables. However, hybrid matching attains slightly better results with respect to predictive performance (MAPE = 13.45\%).\(^{12}\)

It is comforting to find that hybrid matching performs best in the holdout exercise. However, we acknowledge that we have only demonstrated adequate predictive performance. Further research is needed to examine the validity of the estimated effects.

6. Discussion and implications

This study deepens our understanding of the effects of customers’ online use on customer revenue, cost to serve, and profitability as well as the moderating effect of the customer’s product portfolio. Although we investigate a retail bank, the need to develop a strategy for online channels is not limited to this sector, and our study’s insights have value in other settings as well.

We argue in particular that it is important to determine the revenue and cost effects of customers’ online use when developing an online channel strategy. Previous studies have focused on either revenue or cost effects; we address both. Our results show that online use affects customer revenue positively, on average, as other authors have found (Kumar & Venkatesan, 2005; Thomas & Sullivan, 2005). Online use also decreases cost to serve, in contrast with the findings of Campbell and Frei (2010). The revenue effect of online use is approximately 50\% greater than the effect on cost to serve (0.18 versus 0.12 EUR per month); in other words, increased revenue accounts for approximately 60\% of the profitability effect. Managers may hope to increase customer profitability by reducing cost to serve, but our results indicate that moving customers online can also lift profitability by

---

\(^{11}\) We also estimated the IV and control function models using both instrumental variables (age and length of relationship) at the same time, but the performance of the models declined.

\(^{12}\) A detailed comparison of the results of hybrid matching versus propensity score matching indicated very similar estimated effects of online use. Only for the balance in the checking account do we find a significant positive effect of online use when propensity score matching is used and no significant effect with hybrid matching.
increasing customer revenue. Therefore, the online channel seems well suited for encouraging customer relationships, and managers need to develop effective online channel strategies to exploit these revenue benefits.

The effects of online use on customer revenue and cost to serve also vary across customer product portfolios, a finding that could provide a good basis for customer segmentation. Managers need differentiated strategies to motivate customers to use online channels, yet most evidence from the popular press suggests that firms use generic strategies that ignore differences in customer product portfolios. For example, Catherine Palmieri, managing director at Citibank, noted, “We’ve given away cash, we’ve had $25,000 sweepstakes and other contests. We do a lot of things in the branch where we get the sales force excited about getting the customers online” (Gurliacci, 2005).

Our results show, however, that customers with savings accounts are less attractive targets for moving online because their revenues are likely to decrease, and their costs to serve are likely to increase. Savings accounts are used relatively less frequently than other products in our study, and the frequency of use may be an important product characteristic for segmentation efforts. The convenience and accessibility of the online channel proves especially beneficial for frequently used products; managers should work to motivate customers to move to the online channel when those customers own frequently used products. On a firm level, firms that offer high-usage products may benefit more from actively managing customer channel use than do firms selling products that are used less frequently.

We also provide evidence of substantial self-selection effects. Ignoring these effects can lead to poor managerial decision making. For example, the observed mean difference for customer revenue is −0.90 EUR per month, but the estimated revenue effect of online use is 18 EUR per month, indicating a negative self-selection effect of −1.17 EUR per month. In other words, online customers appear to produce less revenue than offline customers. Yet online use improves customer revenue, so supporting the online channel can prove beneficial for the bank. Because self-selection effects account for a critical portion of observed differences in means between online and offline customers, managers must take these effects into account when assessing the impact of online use on customer metrics such as customer revenue and cost to serve.

Finally, we demonstrate an effective application of hybrid matching and propensity score matching that provided much higher predictive performance than the IV and control function methods. The latter two tactics seem inappropriate in the face of weak instrumental variables. Instead, matching methods are viable when controlling for self-selection effects, especially if only weak instrumental variables are available. These insights should transfer meaningfully to other situations in which managers attempt to quantify the effectiveness of their strategies and only weak instrumental variables are available.

7. Limitations and further research directions

This study suffers from several limitations that suggest avenues for further research. First, researchers should replicate our study with firms in other industries to investigate the generalizability of our findings, particularly our finding that the revenue effect of online use is substantially larger than the cost effect. Researchers also may wish to examine whether customer product portfolios provide actionable bases of segmentation when developing customer migration strategies in other settings, and which product characteristics are most important in determining whether moving customer to the online channel will increase profitability. Of further interest is whether product characteristics, such as frequency of use, moderate the effects of online use on customer revenue and cost to serve.

In addition, our empirical data set provides only limited information about individual customers. Additional characteristics that are likely to be correlated with online use (e.g., attitudes toward Internet use) could be influential, although the good predictive performance of our results provides some support for their adequacy. Further studies could examine, in detail, which method of controlling for self-selection effects is most appropriate in certain settings.

A further limitation of our data is that they are cross-sectional; consequently, we cannot address the long-term effects of online use by examining the effects on customer retention. Some previous studies provide initial evidence that online use improves customer retention (e.g., Hitt & Frei, 2002; Shankar et al., 2003). Time-series data could reveal whether the effects of online use on the customer’s product demand and number of transactions completed change over time and whether the extent of the customer’s online channel use moderates the effects of online use. Investigating the dynamic effects of online use on customer behavior would be particularly interesting. Furthermore, it would be worthwhile to investigate competition and whether use of the online channel increases the firm’s share of the customer’s budget. If customers were routed to an online channel when buying or using a product, causality would be reversed. Using panel data and formal causality testing could address this issue. Reverse causality is not a problem in our study—the bank managers we consulted assured us that customers were not routed to the online channel—but it may be of concern in other applications.

Online marketing activities are also part of the incremental effect of online use on customer behavior. Additional research should disentangle the effects of online use and online marketing activities to provide more detailed insights in this realm.

Finally, moving customers across channels requires appropriate marketing instruments. An additional step for researchers would be to identify ways of encouraging customers to use online channels. Reinders, Dabholkar, and Frambach (2008), Ansari et al. (2008), and Thomas and Sullivan (2005) provide some insights, but more research is needed to reveal how firms can manage customers’ channel use actively and effectively.

Acknowledgment

We thank the E-Finance Lab at the House of Finance at Goethe-University and its partners for supporting this research.

Appendix A. Hybrid matching approach

We briefly outline the implementation of the hybrid matching method for estimating ATT using the Mahalanobis distance and a Gaussian kernel algorithm:

1 Randomly order online customers and offline customers.
2 For online customer $i$, determine similarity to all offline customers in the sample, according to the Mahalanobis distance (M), by considering the propensity score, customer’s age (AGE), and length of relationship (LOR).
3 Estimate the counterfactual outcome for every outcome variable for online customer $i$ using a weighted average of the outcome variable of all offline customers. The weights assigned to each offline customer $j$ depend on the similarity between online and offline customers, as determined by the Gaussian kernel algorithm. The bandwidth parameter $\tau$ is a function of the standard deviation $\sigma$ of the similarity measure and sample size $N$, such that $\tau = 1.06 \cdot \sigma \cdot \sqrt{N}$. The weight of an offline customer $j$ for an online customer $i$ equals:

$$w_{ij} = \frac{1}{\sigma \sqrt{2\pi N}} e^{-\frac{1}{2} \left( \frac{d_{ij}^2}{\sigma^2} \right)}$$

13 The standard deviation $\sigma$ is the sample standard deviation after taking the common support restriction into account. Thus, it is estimated across all customers.
\[ w_{ij} = \frac{K(\frac{h_{ij}}{T})}{\sum_{j'} K(\frac{h_{ij'}}{T})}, \quad \forall i \neq j, \]

where \( K(\cdot) \) is a normally distributed kernel function.

4 Remove online customer \( i \) from the list of online customers.

5 Does \( i \) equal \( j \)? If no, set \( i \to i+1 \) and go to Step 2. If yes, go to Step 6.

6 Compute the ATT for every outcome variable, using the average outcome for the online customers and the average estimated counterfactual outcome.
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